
MATE 664 Lecture 02
Introduction to Irreversible Thermodynaics

Dr. Tian Tian

2026-01-07

Recap of Lecture 01 (Big Picture)

Key ideas from last lecture:

• Thermodynamics tells us whether a process can occur
• Kinetics tells us how fast it occurs
• Equilibrium depends on time scales, not perfection
• Free energy change Δ𝐺0 determines spontaneity
• Activation barrier Δ𝐺∗ controls rates

Recap: Equilibrium Is a Time-Scale Concept

• Equilibrium when

𝜏observation ≫ 𝜏relaxation

• Many materials are metastable, not unstable
• Diamond vs graphite is a kinetic story, not thermodynamic failure

Recap: Entropy Revisited

• Entropy is not disorder
• Entropy measures number of accessible microstates
• Statistical view:

𝑆 = 𝑘𝐵 lnΩ
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Learning Outcomes

After this lecture, you will be able to:

1. Explain why classical thermodynamics fails for real kinetic processes
2. Define entropy production and irreversible processes
3. Relate macroscopic fluxes to thermodynamic driving forces
4. Apply Onsager’s linear response framework
5. Interpret irreversible thermodynamics from a microscopic viewpoint

Crash Course on Statistical Mechanics (1)

Part of the introductions are adapted from MAT E 374 by Dr. Hao Zhang

Dynamics from Newton & Laplace point of view:

• Transition from state A to B is deterministic
• We just need to know {x𝑖, v𝑖, 𝐹𝑖𝑗}

Figure 1: Newtonian dynamics in a nutshell

Crash Course on Statistical Mechanics (2)

Why can’t we determine the system state using Newtonian Dynamics (yet)?

• Astronomical numbers of microstates
• Limitation of computational power
• Waste of computational power
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What is the alternative?

• Deterministic → Probablistic
• How much computation is enough?

Crash Course on Statistical Mechanics (3)

Let’s reintroduce the microscopic picture by Boltzmann

Crash Course on Statistical Mechanics (4)

• Microstate: a state in the phase space {x𝑖, p𝑖}
• Macrostate: a specification of macroscopic constraints (e.g. < 𝐸, 𝑉 , 𝑁 >) that corre-

sponds to many microstates
• Ensemble: a set of constraints like < 𝐸, 𝑉 , 𝑁 > describing the system

INFO Central principle linking macrostate and microstates:

The observed macroscopic thermodynamic property 𝐴𝑜𝑏𝑠 is an ensemble average of all
possible microstates 𝑖
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𝐴𝑜𝑏𝑠 = ⟨𝐴⟩ = ∑
𝑖

𝐴𝑖 𝑝𝑖

Crash Course on Statistical Mechanics (5)

Consider a cannonical ensemble (constant 𝑁, 𝑉 , 𝑈) 1

• Inner system (I): 𝑈𝐼, Ω(𝑈𝐼)
• Reservoir system (R): 𝑈𝑅, Ω(𝑈𝑅)
• Total system (universe, T): 𝑈𝑇 = 𝑈𝐼 + 𝑈𝑅, Ω(𝑈𝑇) = Ω(𝑈𝐼) × Ω(𝑈𝑅)
• 𝑈𝑅 ≫ 𝑈𝐼

I and R can only exchange internal energy, not particles or volume.

Q: The total internal energy of the universe 𝑈𝑇 is fixed. How do the inner and reservoir systems
balance their energies?

Crash Course on Statistical Mechanics (6)

Let’s first see the equilibrium state.

• Assume at e.q., we have 𝑈𝐼 = 𝑈0
𝐼

• Probability of inner energy follows how many states in the reservoir they can exchange
with:

𝑃(𝑈𝐼) ∝ Ω(𝑈𝑇 − 𝑈0
𝐼 )

• Since 𝑈𝑇 ≈ 𝑈𝑅 ≫ 𝑈0
𝐼 , we can use Taylor series for Ω(𝑈𝑇 − 𝑈0

𝐼 ):

lnΩ(𝑈𝑇 − 𝑈0
𝐼 ) = lnΩ(𝑈𝑇) − 𝜕 lnΩ

𝜕𝑈
∣
𝑈=𝑈𝑇

⋅ 𝑈0
𝐼 + …

1Adapted from Green, Kinetics Transport, and Structure in Hard and Soft Materials, Ch 1
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Crash Course on Statistical Mechanics (7)

• We know the Boltzmann equation 𝑆 = 𝑘𝐵 lnΩ

ln 𝑃(𝑈0
𝐼 ) ∝ lnΩ(𝑈𝑇) − 𝜕𝑆𝑇

𝑘𝐵𝜕𝑈
∣
𝑈=𝑈𝑇

⋅ 𝑈0
𝐼

Recall the classical thermodynamic relation:

𝑑𝑈 = 𝑇 𝑑𝑆 − 𝑝𝑑𝑉

We have 𝜕𝑆
𝜕𝑈

∣
𝑉

= 1
𝑇

, therefore

𝑃(𝑈0
𝐼 ) ∝ Ω(𝑈𝑇) exp(− 𝑈0

𝐼
𝑘𝐵𝑇

)

This leads the famous Boltzmann distribution

Crash Course on Statistical Mechanics (8)

What if we’re not at equilibrium?

𝑇𝐼 and 𝑇𝑅 may be two distinct values.

• We will apply local equilibrium assumption here

• One postulate for stat. mech. is that the entropy of the universe always increases.

• We go further by say the equilibrium maximizes the universe entropy

(𝜕 ln Ω(𝑈𝑇)
𝜕𝑈𝐼

)
𝑁,𝑉 ,𝑈

= 0

• Can we make sure it is the maximum?
• What is the sign of 𝜕2𝑆/𝜕𝑈2?
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Crash Course on Statistical Mechanics (9)

(𝜕 ln Ω(𝑈𝐼)
𝜕𝑈𝐼

)
𝑁,𝑉 ,𝑈

+ (𝜕 ln Ω(𝑈𝑅)
𝜕𝑈𝐼

)
𝑁,𝑉 ,𝑈

= 0

Use the relation 𝜕𝑈𝐼 = −𝜕𝑈𝑅

(𝜕 ln Ω(𝑈𝐼)
𝜕𝑈𝐼

)
𝑁,𝑉 ,𝑈

= (𝜕 ln Ω(𝑈𝑅)
𝜕𝑈𝑅

)
𝑁,𝑉 ,𝑈

Apply Boltzmann equation

𝑇 −1
𝐼 = 𝑇 −1

𝑅

Yay! This is something we know, temperature at equilibrium.

What Have We Observed So Far?

• Probability distribution at equilibrium follows Boltzmann distribution (for cannonical
ensemble)

• Equilibrium is a consequence of maximizing entropy of the universe
• We can locally apply the equilibrium thermodynamics to describe kinetic process (though

we don’t know how fast yet)

Formal Framework

In Onsager’s Irreversible Thermodynamics, for any thermodynamic parameter 𝑋, we define

• Affinity 𝐹: the influence of 𝑋𝑖 to the universe entropy

𝐹𝑖 = 𝜕𝑆
𝜕𝑋𝑖

• Flux 𝐽: the change of parameter 𝑋𝑖 (or density of it) per unit time

𝐽𝑖 = 𝑑𝑋𝑖
𝑑𝑡

• Kinetic Coefficient 𝐿𝑖𝑗: influence of flux type 𝑖 by affinity type 𝑗 (linear term).

𝐿𝑖𝑗 = 𝜕𝐽𝑖
𝜕𝐹𝑗
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Postulate 1: Local Equilibrium

• It is generally possible to use principles of the continuum limit to define meaningful,
useful, local values of various thermodynamics quantities, e.g., chemical potential 𝜇𝑖.

• Useful kinetic theories can be developed by assuming a functional relationship between
the rate of a process and the local departure from equilibrium (“driving force”).

Postulate 2: Entropy Production

Irreversible Process is An Increase of Entropy in the Universe

𝑑𝑆
𝑑𝑡

= ∑
𝑖

𝜕𝑆
𝜕𝑋𝑖

𝜕𝑋𝑖
𝜕𝑡

= ∑
𝑖

𝐹𝑖𝐽𝑖

• Entropy can be created in the universe
• Entropy can flow between micro-systems
• Rate of entropy production (entropy generation + flow) must be positive

Postulate 3: Linearity

• The relation between 𝐽 and 𝑋 can be linearly described (resistive system).
• Flux is only dependent on the affinity at the same time

𝐽1 = 𝐿11𝐹1 + 𝐿12𝐹2 + ⋯ + 𝐿1Σ𝐹Σ (1)
⋮ (2)

𝐽Σ = 𝐿Σ1𝐹1 + 𝐿Σ2𝐹2 + ⋯ + 𝐿ΣΣ𝐹Σ (3)
(4)

Or in vector term
J = L ⋅ F

• Coefficient 𝐿𝑖𝑖 is called direct kinetic coefcient

– Affinity 𝐹𝑖 is called conjugate driving force w.r.t. 𝐽𝑖

• Coefficient 𝐿𝑖𝑗(𝑖 ≠ 𝑗) is called coupling coefficient
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Postulate 4: Reciprosity

Onsager propose that

𝐿𝑖𝑗 = 𝐿𝑗𝑖

This is a key component in material kinetics!

Summary: Irreversible Thermodynamics in One Slide

• Irreversible processes are driven by thermodynamic forces
• Each force generates a corresponding flux
• Near equilibrium, fluxes depend linearly on forces
• Empirical transport laws (Fourier, Ohm, Fick) are special cases of:

𝐽𝑖 = ∑
𝑗

𝐿𝑖𝑗𝐹𝑗

• Onsager reciprocity enforces symmetry:

𝐿𝑖𝑗 = 𝐿𝑗𝑖
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